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Abstract

Recently developed quantum algorithms suggest that icipte) quantum computers can solve problems
such as simulation of physical systems more efficiently tlassical computers. Much remains to be done
to implement these conceptual ideas into actual quantunpotars. As a small-scale demonstration of
their capability, we simulate a simple many-fermion praofbléhe Fano-Anderson model, using liquid state
Nuclear Magnetic Resonance (NMR). We carefully designadesperiment so that the resource require-
ment would scale up polynomially with the size of the quansystem to be simulated. The experimental
results allow us to assess the limits of the degree of quantmtrol attained in these kinds of experiments.
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. INTRODUCTION

Quantum mechanical systems provide new resources to saiems which are difficult to

solve on classmal computers. If we had a large quantum ctenpaday, we could break crypto-

raphic code 1] perform a variety of search aIgonti&l]ZeStlmate eigenvalues of operators
E ], or simulate quantum systens [6]. In particular, tidr would enable a better understand-
ing of the quantum world by enabling analyses of complex dgbalmeactions or demonstrating
new states of matter. However, questions like What are tlysipal quantum states that can be
reached efficiently? or What kind of physical processes eagfficiently simulated on a quantum
computer? still remain open.

Since Richard P. Feynman conjectured that an arbitraryetsguantum system may banm-
ulatedby any other&] the simulation of quantum phenomena becarfumdamental problem
that a quantum computer, i.e., a universally controllechtwra system, may potentially solve in a
more efficient way than a classical computer. The basic isléaimitate the evolution of a phys-
ical system by cleverly controlling the evolution of the gtiam computer. Quantum simulation
is the process of faithfully imitating a physical phenomeniging a quantum computer. Although

nman’s illuminating conjecture seems appealing, it @rdg recently proved generally valid

E B El)Eh] Experimentally demostrating that one hagarsal control and thus can quantum
imitate an arbitrary physical process constitutes an exhg challenging enterprise.

It is important to notice that the efficiencies of quantumdeing the evolution of a physical
system and of obtaining the sought-after information alaqltysical property must be established
separately in most cases. A demonstration that evolutionbeasimulated efficientl 0,

], that is, can be simulated with polynomial resour@es function of problem size, is
in general insufficient for showing that the desired prop¢etg., the ground state energy of a
given Hamiltonian) can be obtained efficiently also. In gahethe exponentially large Hilbert
space that characterizes those physical systems and #reimiguantum parallelism of a quantum
computer are insufficient for showing that an algorithm feagtum computation efficiently solves
a problem. We pointed out |E|[E|10] that in a quantum companatt is necessary to demonstrate
that in addition to maintaining adequate accuracy (noip@raimations, and statistical error
control) one also has to demonstrate the polynomial scalittge three main steps of a simulation,
initialization, propagation and measurement.

Some quantum processes can be simulated very well and effyc@n classical computers.



Simulating quantum phenomena using stochastic approaetisses the problem to quadratures,
which are multidimensional integrals that can be compusadguiMonte Carlo techniques. In gen-
eral, the complexity of deterministi§-dimensional integration is of order ¥/ (i.e., exponential

in N), wheree < 1 is some stipulated error andquantifies the smoothness of the integrand. On
the other hand, the expected complexity of Monte Carlo iratiégn is of order==2, and hence
independent ofV and « (assuming that the variance of the integrand is finite). dason for
introducing these statistical techniques was to overcdra@xponential complexity of determin-
istic approaches such as the Lanczos met@d [13]. Reatmstitels of liquid or solid*He have
been simulated to experimentally measured precision femaykears Elél]. Recently developed
loop-cluster algorithms allow highly efficient and infortive simulation of many quantum spin
models of magnetis 5].

An important class of problems for which classical compaiteave major difficulties is the
simulation of interacting fermionic systems (almostlalige-scalesimulations of fermions are
done by the Monte Carlo method). In fact, as noteﬂirﬁz, 16y;riifan and others prior to him
intuited this difficulty. Unless an approximation is mades various quantum Monte Carlo algo-
rithms must inevitably sample from a multivariate disttibn P that has regions of phase space
where it is negative that are comparable to regions wherepositive (because the state func-
tion belongs to the totally antisymmetric representatibtihhe permutation group). In general, the
nodal hyper-surfac®& = 0 separating the regions is unknown (an exception being wjeme-
try considerations alone determine it), making it impolesib solve the problem by independently
sampling from each region whefehas a definite sign. The sign problem is prohibitive on a ¢lass
cal computer because it results in the variance of measwrastitjes growing exponentially with
the number of degrees of freedom of the system. Still othpliGgiions require sampling from a
complex-valued distributio®. This occurs, for example, if the simulation is done as aftionc
of real Minkowski time or if time-reversal symmetry is brakdn previous WorkHSHO], we have
discussed how certain sign problems can be overcome usarguu network algorithms.

In this paper we describe how quantum simulation of manyyhpdblems can be realized in
liquid state NMR Quantum Information Processors (QIPs]).[Iée constituents of the system
may represent particles with arbitrary exchange stasisiinel generalized Pauli exclusion principle
(such as fermions obeying Fermi statistics), spins, etpatticular, we show how to efficiently im-
itate a resonant impurity (localized state) scatteringess in a metal (which is made of fermions),

using the nuclear spins of a trans-crotonic acid molecules problem is physically modeled by



a Fano-Anderson Hamiltoniau [8]. Our results demonstriadt the universal control achieved
by the liquid state NMR QIPs enables efficient simulationahg fermionic (and other particle
statistics) systems, providing relevant information akibe particular phenomenon or system of
study [17]. In particular, we show how the spectrum of thed=Anderson Hamiltonian can be
determined.

The paper is organized in the following way: In SEd. 1l weddluce the conventional model
of quantum computation and use it to describe the physichelitjuid state NMR setting as
a universal quantum simulator. In S&cl Il we show quantugorthms for obtaining relevant
physical properties of quantum systems satisfying diffeparticle statistics, by mapping their
algebras of operators into the spin-1/2 algebra (conveatimodel). In SedIV we introduce the
fermionic Fano-Anderson model, and show how to simulate the liquid state NMR device. Its
experimental implementation as well as the results, anaddnelusions are described in SE¢. V

and Sed VI, respectively.

1. QUANTUM INFORMATION PROCESSING WITH LIQUID STATENMR METHODS

In this section we introduce liquid state NMR quantum infation processing methods, em-
phasizing the fact that they can be mathematically desgtiibeerms of Pauli (spin-1/2) operators

]. A more detailed description of such methods can bedanr{l16].

In the conventional model of quantum computation the funelaiad unit of information is the
quantum bit oqubit A qubit's pure stateja) = a|0) + b|1) (with a,b € C and|a|* + [b]* = 1),
is a linear superposition of the logical statesand|1), and can be represented by the state of a
two-level quantum system such as a spin-1/2. Similarly, r@ gtate of a register a¥ qubits is
represented ag)) = Z;ﬁgl a,|n), where|n) is a product of states of each qubit in the logical
basis, e.g., its binary representati¢®) (= |00 ---0),|1) ={00---01),|2) =00 - - -10), etc.), and
Ziigl la,|?> = 1 (a,, € C). A quantum register can also be in a probabilistic mixturgure
states, i.e., a mixed state, which is described by a densitydxap = > psps, With p, = |1) (5]
representing the state of the register in the pure state with probability p,. Every density
operator can be written as a sum of products of the Pauli B@imperators’, (o = z,y, z, and
j =[1,---, N]) and the identity operator® acting on thej-th qubit of the register [16].

The Pauli operators can also be used to describe any unjtaration acting on the state of the

register. In particular, every unitary operation can beodggosed in terms of single-qubit rotations
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RI(9) = e™"2% = [cos(¥/2) I’ —isin(d/2)0)], by an angle) around theu-axis, and two-qubit

w J

interactions such as thieing gate R, .+(w) = e 577" = [cos(w/2) 7 1% — isin(w/2)oic*]
[@, %], defining a universal set of elementary gates. In Blgve show the quantum circuit
representation of these basic operations.

Finally, in the conventional model of quantum computatio® measurement is assumed to be
projective and is described by projectors that can be exgzhimdterms of Pauli operators.

Liquid-state NMR methods allow us to physically implemesstightly different version of the
conventional model of quantum computation, with respethédnitial state and the measurement
process. In this set-up the quantum register is represégttdte average state of the nuclear spin-
1/2 of an ensemble of identical molecules. Since all mokealre equivalent, in the following
analysis we will first consider only one of them. The spinestateach nucleus (qubit) of a single
molecule is manipulated using resonant radio-frequenayn@igc pulses (RF pulses).

The molecule is placed in a strong magnetic fiBiE) ~ 10 Tesla, so that the spin of thjeth
nucleus precesses at its (Larmor) frequengy{fFig.[d). In the frame rotating with thgth spin,
its qubit state can then be rotated by sending RF pulses ir-thglane at the resonant frequency
v, ~ v;. If the duration of this pulse i&¢, the corresponding evolution operator in the rotating

frame is [16]

Uj _ e—iHjAt _ 6—2’A(cos(go)ai+sin(gp)a§)At (1)
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whereA is the amplitude of the RF-pulse andis its phase in the-y plane ¢ = 1). Then one
can induce single spin rotatiorQZl] along any axis initheplane by adjusting\t and.

Single-qubit rotations around theaxis can be implemented with no experimental imperfection
or physical duration simply by changing the phase of therabstotating frame we are working
with. We have then to keep track of all these phase changésrespect to a reference phase
associated with the spectrometer. Nevertheless, these preecking calculations are linear with
respect to the number of pulses and spins, and can be effjcaorie on a classical computer.
Together with the rotations along the or y-axis, thez-rotations can generate any single qubit
rotation on the Bloch sphere.

On the other hand, the spin-spin interactions present imiblecule allow us to perform two-
gubit gates and achieve universal control. To first ordeeiysbation, this interaction (called the
J-coupling), has the form p

J



wherej, k denote the corresponding pair of qubits afglis their coupling strength. Under typ-
ical NMR operating conditions, these interaction termssarall enough to be neglected when
performing single-qubit rotations with RF pulses of shartation . Nevertheless, between two
pulses they are driving the evolution of the system. By algvdesigning a pulse sequence, i.e.,
a succession of pulses and free evolution periods, one aly epply two-qubit gates on the
state of the system. Indeed, the so-caliefbcusing techniquégrinciple consists of performing
an arbitrary Ising gate by flipping one of the coupled sping(lse), as shown in Fidd 3. The
interaction evolutions before and after the refocusing@uompensate leading to the effective

evolution
Ueff . 6igaie—iﬁ%ogol;At2
j?k -

.5 ik j .
6_20;W/26_23Tk0g0§At1 _ G_Z%U;US, (3)

where the effective coupling strength= .J;;,(At; — At,) is being determined by the difference
between the duration&t; andAt,.

We have so far described a quantum register as consistingctdirof a single molecule. How-
ever, liquid state NMR uses an ensemble of adodt molecules in a solution maintained at room
temperature+ 300K). For typical values of the magnetic field, this thermal esigtextremely
mixed. Clearly, this is not the usual state in which we itiz@a quantum computation since qubits
are nearly randomly mixed. Nevertheless, known NMR met can be used to prepare the

so-calledoseudo-pure statg,,) [24]

_(1—=¢)

Ppp = ON

I + €ppure, (4)

wherep,,. is a density operator that describes a pure statecasié small real constant (i.ex,
decays exponentially withv).
Under the action of any unitary transformatiorthis state evolves as

(1—¢
2N

ot = Ut = 1 ey ©)

The first term in Eq5 did not change because the identityadpeis invariant under any unitary
transformation. Therefore, performing quantum compatatn the ensemble is equivalent to
performing quantum computation over the initial state @spnted only by,,e.

After the quantum computation is performed, we measure ttiegonal components of the

sample polarization in the-y plane,M, = Tr(pfi2! S~ i), andM,, = Tr(pfi"' SV 5%). Note

pp i=1"x pp 1=1"y
that the invariant component pf?' does not contribute to the signal sinbgo/ ) = 0. Since

the polarization of each single spik] = Tr(p"?'o7) andM] = Tr(pfrlo7), precesses at its own

6



Larmor frequencyy;, a Fourier transformation of the temporal recording (chf¢D, for Free
Induction Decay) of the total magnetization needs to begperéd. By doing so, we obtain the
expectation value of the polarization of each spin (avedagyer all molecules in the sample).
Summarizing, a liquid state NMR setting allows us to iniala register of qubits in a pseudo-
pure state, apply any unitary transformation to this stgtednding controlled RF pulses or by
free interaction periods, and measure the expectatior\wlsome quantum observables (i.e., the

spin polarization). Hence, these systems can be used atiquariormation processors (QIPs).

1. SIMULATION OF PHYSICAL SYSTEMS

Richard P. Feynmarﬂ[6] described a quantum computer as arsaiveversible device gov-
erned by the laws of quantum physics and capable of exactiylating any physical system.
Although he analyzed the problem of simulating physics assg that every finite quantum me-
chanical system can be imitated exactly by another one, @ get of qubits).|7], he was unsure
whether this statement remained valid for the simulatiofeohionic systems.

In this section we describe how to obtain information abdwytsical properties of any quantum
many-body system (fermionic, bosonic, anyonic, etc.) bygia set of qubits (spin-1/2) controlled
by NMR techniques. A more complete description of these oughbased on the existence of
one-to-one mappings between the algebras used to deselsystem to be simulated and the
guantum computeﬁ} 4], as well as indirect measuréemgorithms I[]B], can be found in
previous works 5].

In this work we are interested in the measurement of corogldtinctions of the form

G(t) = (8|U(t)|9), (6)

WhereU(t) is any time (or other continuous parameter) dependentryrofzerator, using indirect
measurement techniqu& [8]. In addition to the qubits useepresenthe physical system to be
simulated (i.e., the system of qubits), an extra qubit dadiecilla is required (Fig[4). This qubit
will be used as a probe to scan the properties of the systeralnfsg It has to be initialized in
the superposition state-), = % by applying the Hadamard gate [26] to the polarized state
|0)a. Then, it interacts with the system of qubits, initially imetstatel¢), through a controlled
unitary operatiors = |0),(0| ® I + [1).(1| ® U(t). After this interaction, we can show [8] that

G(t) = (20%) = (02 + io;); that means we get the desired result by measuring the etjzect



values of the ancilla qubit observables ando?.
Using the same techniques we can determine the spectrumahfsanvable) when choosing
U(t) = e~*@". Figure[d depicts this algorithrmlO]. Since the initialtstaan always be written as

¢) = 3 n|thn), With |¢,,) the eigenstates @)
having eigenvalues,,, and~, complex coefficients, a measurement on the polarizatioheofn-

a linear combination of eigenstates@;c that is,

cilla qubit gives(202 (t)) = > |y.|?¢7**»*. Having the time-dependent functistit) = (202.(t))
for a discrete set of values Z[Lhe eigenvalues,, can in principle be obtained by performing a dis-
crete Fourier transform (DFTEL[[O]. Note that the deterrtioraof each single valug(t;) requires

a different experiment.

The eigenvalues,, denote the spectrum of a system Hamiltontarmvhen replacing) — H.

In this case, the operatiddl’» can be efficiently implementeE' [E|£| 25]. However, methods
for finding an initial state with an overlap, that does not vanish exponentially with increasing
system size, are in general not known. This issue arisegximple, when trying to obtain the
spectrum of the two-dimensional Hubbard model approactiiaghermodynamic Iimim 5].

Nevertheless, the same basic procedure can be used whessiatein obtaining dynamical
correlation functions of the forn@(t) = (¢|TTATB;|¢) (i.e., U(t) = TTA,TB; in Eq. [B),
whereT = e~ is the time evolution operator of a time-independent Hamilin H, and 4;, B;
are unitary operators. In Figl 6 we show the circuit for aroathm capable of obtaining these
correlation functions after some simplifications/ [10]. Ewelution has three different steps: First,
we perform a controlled operati®": = [0),(0| ® I + |1).(1| ® B;. Second, we perform tHE
operation on the system, and third, a controlled operatiin = |0), (0| ® Al +|1),(1|®I. Spatial
correlation functions can also be obtained when repladiegperatofl’ by the space translation
operator. Again, this algorithm can be performed effickemthenever the initial statg) can be
prepared efficiently.

The algorithm described above can be easily implemente hMgtiid-state NMR methods,
since the result of the simulation is encoded in the expectatlues of single qubit observables.
So far, the algorithm applies only to the simulation of sgstedescribed in terms of Pauli oper-
ators, such as spin-1/2 systems. However, other systerhgliffiérent particle statistics can also
be simulated with these algorithms after mapping their ajperalgebras onto the Pauli spin-1/2
algebraEbE']BM. In the next section we introduce the Fanderson model, a simple fermionic

system, and show how to simulate it on a liquid-state NMR QHRgithese methods.



IV. THE FANO-ANDERSON MODEL

The quantum simulation of the one-dimensional fermionind-Anderson model provides a
starting point for simulations of quantum systems witheldint kinds of particle statistics.

The one-dimensional fermionic Fano-Anderson model césisann-sites ring with an im-
purity in the center (see Fi§l 8), where spinless fermiomshzgp between nearest-neighbors sites
with hopping matrix element (overlap integral) or between a site and the impurity with matrix
elementl///n. Taking the single-particle energy of a fermion in the imfyuio bee, and consid-
ering the translational invariance of the system, the Fanderson Hamiltonian can be written in

the wave vector representation gs [8]

n—1

H=> eyl ey, +eblb+V(chb+bic,), (7)
=0
where the fermionic operatoz%l and b (c;, andb) create (destroy) a spinless fermion in the
conduction modé; and in the impurity, respectively. Here, the wave vectoeskar= % (=
0,..,n — 1]) and the energies per mode afe= —27 cos k;.

In this form, the Hamiltonian in EqL] 7 is almost diagonal aad be exactly solved: There are
no interactions between electrons in different moklegxcept for the modé,, which interacts
with the impurity. Therefore, the relevant physics comesfithis latter interaction, and its spec-
trum can be exactly obtained by diagonalizing & 2 Hermitian matrix, regardless af and the
number of fermions in the ring/.. Nevertheless, its simulation in a liquid-state NMR QIPhis t
first step in quantum simulations of quantum many-body Eisl.

In order to use the algorithms presented in $et. Ill, and ¢oessfully simulate this system
in an NMR QIP, we first need to map the fermionic operators ¢imeospin-1/2 (Pauli) operators.
This is done by use of the following Jordan-Wigner transfation [24]

b=ol bt = ol

1.2 T 1.2
el

Chg = —0,0 Cpo = —050%

_ _ (8)
s = (Il —od) ot o =TTy —of) o

In this language, a logical state;) (with |0) = |T) in the usual spin-1/2 notation) corresponds

to having a spinless fermion in either the impurity; i= 1, or in the modet;_,, otherwise. The

fermionic vacuum statevac) (i.e., the state with no fermions) maps oMdac) = [1115---1,.1)



(= ll1le -+ lnt1))- As an example, Fidl 7 shows the mapping of a particular ifemin state for
n = 4.

Some dynamical properties of this model can be obtainedyubie quantum algorithms de-
scribed in Sedll. Here, we are primarily interested inaiing the probability amplitude of
having a fermion in modeé, at timet, if initially (¢ = 0) the quantum state is the Fermi sea state
with N, fermions; that is|FS) = ]\lﬁol c;l\vacy This probability is given by the modulus square

of the following dynamical correlation function:
G(t) = (FS|b(t)o" (0)[FS) 9)

whereb(t) = TT(0)T, T = e~ is the time evolution operator, anf(0) = 4'. Basically,G(t)

is the overlap between the quantum state)|FS), which does not evolve, and the staté)|FS),
which does not vanish unless the evolved stdteS) already contains a fermion in the impurity
site (b7(¢))? = (b1(0))? = 0). In terms of spin-1/2 operators (see Eh. 8), this cormtefiinction
reduces to a two-qubit problem [8]:

G(t) = (¢|TTo! Tol|g) (10)

whereT = ¢~ js an evolution operator arising from the interaction tefmiq.[I, with

= Vv
H =0l + 2202 + (o102 +0,07) (11)

and|¢) = |1,09) in the logical basis (i.e., the initial state with one fermia thek, mode).

In order to use the quantum circuit shown in Hlg. 6, all opmsain EqZID must be unitary. Us-
ing the symmetries off, such as the globai/2 z-rotation that mapss?, o) — (o], —01), leav-
ing the staté¢) invariant (up to a phase factor), we obt&if{T o, To}|p) = (¢|T o, To,|¢) =0
and(¢|T"o Toy|¢) = (¢|TTo,To,|$). Then, EqLID can be written in terms of unitary operators
as

G(t) = (¢leare ;| 0). (12)
Figure[® shows the quantum circuit used to obtdin). It is derived from Fig[6 by making the
following identifications:T" — e, A, — ol,andB; — o!. As we can see, the corresponding
controlled operationa!?: andB/Y- transform into the well-known controlled-ngf{OT) gates.

All the unitary operations appearing in Figl 9 were deconegomto elementary NMR gates

(single qubit rotations and Ising interactions). In parée, the decomposition of “#* can be

10



found in Ref. HS]. We obtain
6—th — Ue—i)\lcrite—i)\gogtUT ’ (13)

wherel o) = $(E F VA2 +V?), with £ = Tk andA = <=k, The unitary operatol/ is

2 2

decomposed as (Figl 9)

U:el40w€ Z4O'y€ Z20' Z4O'yel20'za'z€ Z4€7'wel40'y7 (14)

with the parametef satisfyingcos 0 = 1/v/1 + 42, andd = (A + VA2 4+ V?2)/V.
The CNOT gatesAl®: andB!Y: can also be decomposed into elementary gates, obtaining

1,2 ks s

Al = 10),(0] ® ol + [1),(1] ® I = €5 ¢i50:% 15715022 ~1572 gnd BIY= = |0),(0| ®
I+]1).(1| ® ol = e'iose #9292 e159, 159292 c~152 (up to a phase factor). In this way, we can
proceed to simulate the circuit of Fig. 9 and obtéi(t) in an NMR QIP by applying the appro-
priate RF pulses (Sell Il). Only three qubits are requiredtéosimulation (Fig.[B): The ancilla
gubita, one qubit representing the impurity site (qubit-1), and quabit representing thiey mode
(qubit-2).

We are also interested in obtaining the spectrum of the Hamén A of Eq.[d. For this
purpose we used the algorithm shown in Elg. 5, replaging H. In particular, whem = 1 (one

v 4 f], with H defined in EqCL in terms of

2

site plus the impurity), Ed.]7 reduces b =
Pauli operators. In this case, the two eigenvalugs = 1, 2) of the one-particle subspace can be
extracted from the correlation function (SEdl 111)

S(t) = (Ble™ @) = e TR gl ), (15)

which is equal to the polarization of the ancilla qubit aftiee algorithm of Fig[b is performed.
Since|¢) = |1,02) = |[1T2) is not an eigenstate df, it has a non-zero overlap with the two
one-particle eigenstates, calld®;) (see Appendikh).

Again, the operatoe’?7:/2 (Fig.[H) needs to be decomposed into elementary gates for its
implementation in an NMR QIP. Noticing that?, H| = [02, U] = 0, we obtain

1 a 1 15a i 252 1 a
ezHcrzt/2 _ Uez)\lozozt/2ez)\2crzozt/2UTez(e+ek0)ozt/27 (16)

where the unitary operatdr is decomposed as in EQ.114. Figlrd 10 shows the corresponding
circuit in terms of elementary gates. Again, qubits 1 andfeasent the impurity site and tlig
mode, respectivelya denotes the ancilla qubit. Since the idea is to perform a DirThe results
obtained from the measurement (see Appehdix A), we needdly #ps circuit for several values

of ¢ (Sec ).

11



V. EXPERIMENTAL IMPLEMENTATION
A. Experimental protocol

For the experimental simulation of the fermionic Fano-Aisd@ model, we used an NMR QIP
based on a solution of trans-crotonic acid and methanobldisd in acetone. This setting has
been described in Refl]Z?]. Once the state of the 3 equivalerons in the methyl group of
the trans-crotonic acid molecule is projected onto the-§finsubspace [27], this molecule can be
used as a seven-qubit register (see Eig. 11). Methanol éstogeerform RF-power selection and
accurately calibrate the RF pulses.

Two important characteristics of a molecule used for an NMR &re: (i) the accuracy of the
control and (ii) the number of elementary gates we can parfeithin the relevant decoherence
time of the system. The accuracy of control in trans-crat@uid has been determined in Ref.

], using an error-correcting code as a benchmark. Thectiexperiment can be considered as
another exploration of the accuracy of control, in this a@samining how well we can implement
the necessary evolutions when simulating quantum systethS\NVIR techniques.

In liquid-state NMR the main source of decoherence is thexeglon of the transversal polar-
ization of the sample due to the loss of coherence betweeaaulels. In our setting, the relevant
times of this process, callét;, are in the range from several hundreds of milliseconds teemo
than one second, for the different nuclei. These times fixtaeimum number of elementary gates
that can be applied to the quantum register without lossofgeence. Indeed, a lower bound of
the pulse duration to induce a rotation on a single qubit terdeined by the difference between
the resonant frequencies of the spin to be rotated and tleesofitis chemical shift). A very short
pulse having a wide excitation profile in the frequency donadfects several spins at the same
time if their chemical shifts are small. On the other hand,dbration of the Ising gate (two-qubit
gate) depends directly on the strength of fheoupling constantd;,,. In our setting the chemical
shifts values impose pulse durations of the order of 1 mstlaad-couplings impose interaction
periods of the order of 10 ms, restricting the pulse sequetea maximum of approximately
1000 single-qubit rotations and 100 two-qubit (Ising) gate

Designing a pulse sequence to implement exactly the desiméary transformation would re-
quire very long refocusing schemes to cancel out all the ateebnaturally occurring-couplings.

Then, the overall duration of the pulse sequence increaskdecoherence effects could destroy
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our signal. Therefore, we need to find the best trade-off betwthe idealm9] accuracy of the
pulse sequence and its duration, and neglect small cosplifay this purpose, we used an efficient
pulse sequence compiler to perform the phase tracking leséilmos and to numerically optimize
the delays between pulses, in order to minimize the errdrwlaintroduce into the quantum
computation by neglecting small couplings.

We now describe the parts of the pulse sequence corresgptadihe three basic steps of the
guantum simulation.

a. Pseudo-pure state preparationinitially, the state of the nuclei of the trans-crotonicdaci
molecules in solution is given by the thermal distributi®@®¢.[1). Using the methods described
in Ref. B] we have prepared the labeled pseudo-pure $fgte,, = 1¢11%1%2¢C1aM 121"
wherel =1 — o, (i.e.,1 = [1)(1]) and0 = [ 4 o, (i.e.,0 = |0)(0]). As we will see, the statg,,,
having the spin of Cin theo, state, is a good initial state for our purposes.

b. Initialization: As mentioned in Sec[C1V, we need only 3 qubits to simulate theor
Anderson model. These qubits must be well coupled to eadtr tdhdecrease the duration of
the corresponding Ising gates we apply to them. We have ohiteespin-1/2 nucleus Qo
represent qubit-1 (i.e., the impurity) and the spin-1/2leus)M to represent qubit-2 (i.e., thg
mode). On the other hand, we have chosen the spin-1/2 nuCletesbe the ancilla qubis, to
take advantage of its strong coupling with the spin-1/2 ewslG (qubit-1). Since the rest of the
spins (G, Cs, Hy, Hy) in the molecule remain in the stateor 0 during the whole duration of the
experiment, we need to consider only the spips:CGC; ® M with the above identification.

The initial state]+), ® [1,0,) (SecI¥) can be written ag),, = 1[(1* + 02)1'0?] in terms
of Pauli operators. The ancilla qubit is onlycantrol qubitand its state (i.e., its reduced density
matrix) becomes correlated with the rest of the qubits. &the identity part is not observable, we
considereg,; = 021'0* instead ofy/ . as the initial state. Its preparation was done by applying
a sequence of elementary gategitg = 1°011%, as shown in Fig12.

c. Evolution pulse sequenceAs shown in Fig.[ID, the pulse sequence used for obtain-
ing S(¢) (Eq. [IB) requires Ising gates with a coupling strength ddjmgnont. The refocusing
schemes are then optimized differently and the resultsiftardnt values oft cannot be directly
comparable. To avoid this problem we have replaced the ting gates by an equivalent sequence
of elementary gates, where the dependence on the simufai@ametet is transferred into the
angle of a single-qubit rotation along theaxis (Fig.[[IB). Thisvirtual rotation is implemented

through a phase tracking, as mentioned in §éc. Il. Thus,rihedifference between the pulse se-
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quence used to measwé) for different simulation times,; is a phase calculation that introduces
no extra optimization or experimental error.

d. Measurement: The result of the algorithm is encoded in the polarizatiorthef ancilla
qubit (203 ) = (02) +i(o;) (Sec), which is directly proportional to the polarizat of C, over
the sample. This component precesses at thes@mor frequency,. To measure it, we have to
perform a Fourier transformation on the measured FID arefjnate only the peak located:a, .
Nevertheless, the absolute value of this signal is irrgiesence it depends on many experimental
parameters such as the solution concentration, the proiséisiy, and the gain of the amplifier.
The relevant quantity is its intensity relative to a ref@eignal given by the observation of the
initial statep;,;. To get a good signal-to-noise ratio, each experimens¢ar) was done several
times and the corresponding experimental data were added.

Moreover, to average over small magnetic fluctuations aooymithin the duration of the
whole experiment we interlaced scans of the reference empet (i.e., the measurement of the
reference signal) with scans of the actual complete pulgeesee. To increase the spatial homo-
geneity of the field over the sample we also have insertedaexatomated shimming periods

consisting of fine tuning of small additional coils locatedund the sample.

B. Resaults

Correlation function:In the first experiment we measured the correlation funofio) (Eq.
@) for two different sets of parameters in the Hamiltoniareqf [1: ¢, = —2,¢ = -8,V = 4,
varyingt from 0.1 sto1.5 s using increments ak¢ = 0.1 s, ands,, = —2,¢ = 0, V = 4, varying
t from 0.1 sto3.1 s with At = 0.1 s. The duration of the optimized pulse sequences from the
beginning of the initialization step to the beginning of theta acquisition, was 97 ms. In Flgl 14
we show the analytical form af(¢) [E], as well as the simulated and experimental data points.
The simulated data points were obtained by a numerical sitioul of the Hamiltonian dynamics
of the full seven-qubit register under the optimized pulsguence. This simulation is of course
inefficient but still tractable on a conventional desktoppuiter.

Hamiltonian spectrumin the second experiment we measured the funcsign of Eq. [I% to
determine the eigenvalues of H. 7, tgr = —2,¢ = —8, andV = 0.5. The pulse sequence
applied is the one corresponding to the quantum circuit shiowrig.[ID with the corresponding

refocusing pulses. Its duration was about 65 ms. We havategpéhis experiment far28 differ-
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ent values of the paramete(Eq.[I%), fromt = 0.1 sto12.8 s, using increments ak¢ = 0.1 s.

In Fig. I3 we show the analytical, numerically simulatedd axperimental results for the
evaluation ofS(¢). As mentioned in Se€]ll, a DFT needs to be performed in omextract the
corresponding eigenvalues. In Higl 16 we show the DFT of ¥ipe@mental data (see Appendix
A), which reveals the expected peaks at the frequency ofweeigenvalues of Eq[ 7 in the
one-particle sector, for the above parameters.

Discussion:At the experimental points, the error bars depend direatlyh@ signal-to-noise
ratio of our experimental data, as it is obtained after a fihtoexperimental measured FID. They
can then be reduced simply by running more scans for eachimeyd. All presented results have
been obtained after 8 scans.

Two different classes of errors affect the accuracy of theeerental results. The firgburely
experimentgl type of error is due to the finite accuracy of the spectrometed the intrinsic
decoherence of the physical system we are working with. €eersd type of error is due to the
incomplete refocusing induced by the numerical optim@ascheme we used to optimize the
pulse sequence. The numerical simulation of the optimizeskepsequence includes the errors of
the second class but does not take into account the puredyiexgntal ones. Thus, in our case, the
good agreement between experimental results and simmsatigggests that the main contribution
to errors comes from the incomplete refocusing in the op@tndn procedure. Increasing the
number of refocusing pulses might have led to more accuestdts but would have increased the
overall duration of the pulse sequences. The good agredmemeen experiment and simulation
is consistent with the fact that the current duration of this@ sequences are much smaller than

the relevant relaxation time of the systefy}.

VI. CONCLUSIONS

We have successfully simulated a quantum many-fermioresystsing a liquid-state NMR
based QIP. The algebraic mapping of the operators desgipipanyonic system onto the Pauli
operators describing our QIP, combined with indirect mearsent techniques, allow us to design
efficient algorithms to simulate arbitrary evolutions ofmgebody anyonic systems.

In this work the system studied was the fermionic Fano-Asolemodel, which can be mapped
onto a two-qubit system by use of the standard Jordan-Wigaesformation. Relevant dynamical

correlation functions of the forr6i(t) = (4|77 A;T B;|¢) can be obtained by executing quantum
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algorithms based on indirect quantum measurements, sieg an additional ancilla qubit. Then,
the algorithm needed to simulate this particular systenuireg three qubits. We were able to
design and run pulse sequences to implement those algsritmman NMR QIP based on the
trans-crotonic acid molecule (a seven-qubit quantum tegis The results obtained agree with
the theoretical ones within efficiently controlled errofe. keep a constant error level, each pulse
sequence has been transformed such that the time paramedptsr as a phase dependence. To
shorten the duration of the pulse sequence and decreadsésitteoédecoherence we used only an
approximate refocusing scheme. We numerically optimikedé pulse sequences to minimize the
error they introduce in the quantum simulation. These tiegles allowed us to get very accurate
results with efficiently controlled errors, since the oVletaration of the pulse sequence was much
smaller than the decoherence time of the system.

Although the addition of particle-particle (e.g., densilgnsity or exchange) interactions in
the Fano-Anderson Hamiltonian makes it, in general, noegimble, the quantum simulation of
G(t) remains efficient, i.e., with polynomial complexity. We daerefore conclude that this work
constitutes an experimental proof of principle for efficiemethods to simulate quantum many-
body systems with quantum computers.

We thank J. Gubernatis for useful discussions on this stibf@ontributions to this work by

NIST, an agency of the US government, are not subject to agiylaws.

APPENDIX A: DISCRETE FOURIER TRANSFORM AND PROPAGATION OF ERRORS

Theoretically, the functiorb(¢) of Eq. [I5 is a linear combination of two complex functions
having different frequenciess(t) = |y1[?e=1! + |yo|2e~2!, where); are the eigenvalues of the
one-particle eigenstates, defined|8B;), in the Fano-Anderson model with = 1 site and the
impurity (see Sed1V), and; = |(¢|1P;)|? (Sec), with|¢) = |1 T2) [B]. However, the liquid
NMR setting used to measuf&t) experimentally adds a set of errors that cannot be condrolle
and the functionS(¢) shown in Fig[Ib is no longer a contribution of two differergduencies
only.

As mentioned in Sed_VIBS(¢) was obtained experimentally for a discrete set of vatyes
JAt,withj =[1,---, M = 128] andAt = 0.1 s. Its DFT is given by

_ 1 M _
S(m) = 37 > St)e™, (A1)

Jj=1
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whereS(t;) is the experimental value df(¢) at timet;, andny, = 225 (with [ = [1,---, M])

are the discrete set of frequencies that contribute(tg [30]. Notice that since we are evaluating
the spectrum of a physical (Hermitian) Hamiltonian, the gmary part ofS(m) is zero [31]. In
Fig.[I8 we shows(7;) obtained from the experimental poiri$t;) of Fig.[I3. Its error bars (i.e.,
the size of the line in the figure) were calculated by con@idethe experimental error bars of

S(t;) in the following way: First, we rewrite EQ._A1 as
~ M
Sm) =Y Qu, (A2)
j=1

with Q;; = M~'[Re(S(t;)) cos(mt;) —Im(S(¢;)) sin(nt;)] (real). Then, the approximate standard
deviationES; of S(1;) depends on the erroiQ;; of Q;; as (considering a normal distribution

[Q])

M
[ES]® ~ ) [EQy)” (A3)

On the other handQ),; is calculated asEJBZ]

2 2

oy €, (A%)

ORe(S(1,))

9Qy;

[EQy)* = ‘ dlm(S(t;))

ER2+‘

whereEr andE, are the standard deviations of the real and imaginary pa§$to) (see FiglIb),
respectively. Because of experimental reasons (S€g¢. VeSgtkrrors are almost constant, having
Er ~ E| ~ Es independently of; (see Fig[Ib), wherEs is taken as the largest standard deviation.
Combining EqsCAB and A4, we obtain

" 1/2
_ . E
ES) = [M—2E52 ;n cos(nit)|? + |81n(mtj)|2J] =7 (A9)

In our experimentM = 128 andEg ~ 0.04, obtainingES‘l ~ 0.0035, which determines the
(constant) error bars (i.e., the size of the dots represguiita points) shown in FigL116.

The standard deviatiolrn, in frequency domain is due to the resolution of the samplimg t
At. This resolution is related to the error coming from the iempéntation of the-rotations in the
refocusing procedure (Fi@ll 3). A bound for this error is givy the resolution of the spectrum;

that is,
21

En < — =~
™= NAL

0.5. (A6)
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FIG. 1: Circuit representation of the elementary gates. fDjpepicture indicates a single-qubit rotation
while the bottom one indicates the two-qubit Ising gate. Aogntum algorithm can be represented by a

circuit composed of these elementary gates (see for exdrigpla)

20



FIG. 2: Bloch’s sphere representation of a single nuclesr-%f2 precessing around the quantization axis
determined by the external magnetic fiéld The precession frequency is givendy= 1, B, with p; the
magnetic moment of thg-th nucleus. Due to the chemical environment, each nuclertepses at its own

Larmor frequency;.
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FIG. 3: Circuit representation for the refocusing schenmeotutrol J-couplings. The Ising-like coupling;,,
between spins can be controlled by performing flips on onke@$pins at times, = Aty andty = t1+Ato,

respectively. The effective couplingds= o — s = Jj;,(At; — Aty), and vanishes wheft; = Ats.
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FIG. 4: Quantum network for the evaluation of the expectatialue of a unitary operatcﬁf(t). The filled
circle denotes a controlled operation (i\@!! of Sec.[dM), such thaf](t) is applied to the system only if

the ancilla qubit is in the state),.
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FIG. 5: Quantum network for the evaluation of the spectrurarobbservablé).
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FIG. 6: Quantum network for the evaluation of the correlafianctionG(t) = (¢|T7 A, T B,|¢). The filled

(empty) circle denotes an operation controlled in the state(|0),) of the ancilla qubit.
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FIG. 7: Mapping of the fermionic product statl}c}|vac), with [vac) the no-fermion or vacuum state, into
the spin-1/2 and the standard quantum computation languagig the Jordan-Wigner transformation. A
filled circle denotes a site occupied by a spinless fermidmclvmaps into the statg) in the spin 1/2

algebra.
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FIG. 8: Fermionic Fano-Anderson model. Fermions can howdxn nearest-neighbor sites (exterior cir-
cles) and between a site and the impurity (centered ciralégl, hopping matrix elements andV//n,

respectively. The energy of a fermion in the impurity.is

27



r—-|-—-——————=-=-=—- == 1= 7 (202)

a ~ +

St l | T 1=60
my 1 H-! - L)
ol 1 Ut e U |
10 =— 1

DE pe

CNOT! CNOTV

FIG. 9: Quantum circuit for the evaluation 6f(¢) (Eq. [@) in terms of elementary gates directly imple-

mentable with liquid-state NMR methods.
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FIG. 10: Quantum circuit for the evaluation 6ft) (Eq.[13). The parameteps and ). are defined in Sec.

[Vl anda = E’L% The decomposition of the operatgrin NMR gates can be found in Figl 9.
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Cy Cy Cs Cy M H, Hy
Cy|—1914.06|  40.5 L5 7 127 | 39 6.3
Cs —18115.10]  69.9 13 | -71| 1551 | —0.6
Cs 3 |—15157.41] 732 6.6 | —1.8 163
Cy —21148.90) 0.9 | 6.5 3.6
M 230.43| 6.9 -1.7
H, —2370.80] 15.5
H, ) —1774.47

FIG. 11: The trans-crotonic acid molecule is a seven-gugister. The methyl group is used as a single
spin 1/2 [2¥] and fout?*C. The table shows in hertz the values of the chemical siftgi{e main diagonal)

and theJ-couplings (off-diagonal) between every pair of nucleil{is).

1C2 o

71'/2 7r/2 7r/2
@ @ 1<

71'/2

7r/2
™ @ o
\Z

Plpp  w— init

FIG. 12: Initialization pulse sequence used to transfore ithtial labeled pseudo-pure statg, =
125511 into the statepi,i; = 0$21°10M. The sequence transfers the polarization fromt€C, and
flips the spin of the methyl group M. We have chosen the s@nraiiclei G, C;, and M to represent the

ancilla, qubit-1 (i.e., the impurity), and qubit-2 (i.ehgtko-mode), respectively.
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FIG. 13: Modification of a two-qubit gate with a coupling stgeh depending on a parameteil he variable
interaction period is translated into fixed interactionipés and a single-qubit rotation with variable angle
about thez-axis. Using this trick, the duration of the physical pulsssence does not depend on the

parametet representing the time of the simulation.
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FIG. 14: Real and imaginary parts of the correlation functifit) of Eq.[9. The top panels show the results
when the parameters in Hg. 7 ang = —2,¢ = —8,V = 4. The corresponding parameters \q, 0 are

in the quantum network, FigIL2 are used to measgufe and can be determined using Es] 13 BOd 14.
The bottom panels show the results fgf = —2,¢ = 0,V = 4. The (black) solid line is the analytic
solution, the red circles are obtained by the numerical kitimn (including the refocusing pulses), and the

blue circles with the error bars are experimental data.

32



1.2
~ 1 i ' /] £x i } (] I i i ‘i én 'ﬂ .; “‘ f i ,% ;
(% ] R A 1+t 1 r \
NS | I ] I | .
& 0.8 | I ! i
L l- i lf' ! | | l’ [ ! 1 q I
\ [] i \
o e R g A
| L | In | | L | |
0 2 4 6 8 10 12
0.4
0.2H A 1 ) i A N h A 0 A
iy st A L .
@ ’; 3: ll‘ f]ﬂ M| !li I]l “l A f el .'I - = h f
g_)’ 0 [ II‘l i I I ‘l |
E ] ’ X TR R Ay
U ¥ X ¥ + ‘f vl TN v S VA 2 ) v’ B vy
'02 o . k; . '\ 1 H I o . o® 4
T 1
-04 ] ] ] . 1 1 . 1
0 2 4 6 8 10 12
Time(s)

FIG. 15: Real and imaginary parts 6ft), for ¢, = —2,¢ = —8, andV = 0.5 in Eq.[d. The (black) solid
line corresponds to the analytic solution. The red circlesespond to the numerical simulation (using

refocusing pulses) and the blue circles with the error beeegperimental dataS(¢) has been measured

using the network of Fig_10 withh = (e + €, ) /2.
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FIG. 16: Discrete Fourier transform of the real part of thepeskmental data of Fid._15. The position of
the two peaks corresponds to the two eigenvalues of the lttameih of Eq.[ for,, = —2,¢ = —8, and
V' = 0.5. Numbers in parentheses denote the exact solution. Thefsize dots representing experimental
points is the error bar (see AppendiX A). An upper bound toetter in the frequency domain is 0.5,

which was determined by the resolution of the spectrum.
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